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Unsupervised learning
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}Clustering : partitioning of data into groups of similar

datapoints.

}Density estimation

}Parametric& non-parametricdensityestimation

}Dimensionality reduction : datarepresentationusinga

smallernumberof dimensionswhile preserving(perhaps

approximately)somepropertiesof the data.



Clustering: Definition
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}We havea set of unlabeleddatapoints ● andwe intend

to find groups of similar objects (basedon the observed

features)

}highintra-clustersimilarity

} low inter-clustersimilarity

ὼρ

ὼς



Clustering: Another Definition
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}Density-baseddefinition:

}Clusters are regionsof high density that are separatedfrom

oneanotherby regionsof low density

ὼρ

ὼς



Clustering Purpose
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}Preprocessing stage to index,compress,or reducethe data

}Representinghigh-dimensionaldata in a low-dimensionalspace

(e.g., for visualizationpurposes).

}As a tool to understand the hidden structure in dataor

to group them

} To gaininsightinto the structureof the dataprior to classifierdesign

} To groupthe datawhenno labelis available



Clustering Applications
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}Informationretrieval(searchandbrowsing)
}Cluster text docsor imagesbasedon their content

}Cluster groups of users basedon their accesspatterns on

webpages



Clustering of docs
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}Googlenews



Clustering Applications
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}Informationretrieval(searchandbrowsing)
}Cluster text docsor imagesbasedon their content

}Cluster groups of users basedon their accesspatterns on

webpages

}Cluster users of social networks by interest

(communitydetection).



Social Network: Community Detection
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Clustering Applications
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}Informationretrieval(searchandbrowsing)
}Cluster text docsor imagesbasedon their content

}Cluster groups of users basedon their accesspatterns on

webpages

}Cluster usersof socialnetworks by interest (community

detection).

}Bioinformatics
} cluster similar proteins together (similarity wrt chemical

structure and/or functionalityetc)

} or clustersimilargenesaccordingto microarraydata



Gene clustering

12

}Microarraysmeasuresthe expressionof all genes

}Clusteringgenescan help determine new functions for

unknowngenes



Clustering Applications
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} Informationretrieval (searchandbrowsing)

} Cluster text docsor imagesbasedon their content

} Clustergroupsof usersbasedon their accesspatternson webpages

}Cluster users of social networks by interest (community
detection).

}Bioinformatics

} Cluster similar proteins together (similarity wrt chemicalstructure
and/or functionalityetc) or similar genesaccordingto microarray
data

}Market segmentation

} Clusteringcustomersbasedon the their purchasehistory and their
characteristics

} Imagesegmentation

}Manymore applications
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Hierarchical Partitional

Categorization of Clustering Algorithms

Partitional algorithms: Construct various partitions and then evaluate

themby somecriterion

Hierarchical algorithms: Createa hierarchicaldecompositionof thesetof

objectsusingsomecriterion



Clustering methods we will discuss
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}Objectivebasedclustering

}K-means

}EM-style algorithmfor clusteringfor mixture of Gaussians(in

the next lecture)

}Hierarchicalclustering



Partitional Clustering
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ת{ ●

}ꜟ ρꜟȟꜟςȟȣȟꜟὑ
} Ὦᶅȟꜟ ᶮ

}ẕ ꜟ ת

} ὭᶅȟὮȟꜟ ᷊ꜟ (ɲdisjointpartitioningfor hardclustering)

}Sincethe output is only one set of clustersthe user

hasto specifythe desirednumberof clustersK.

Hard clustering: Each data can belong to one cluster only

Nonhierarchical, each instance is placed in 

exactly one of K non-overlapping clusters. 



Partitioning Algorithms: Basic Concept

}Construct a partition of a set ofὔobjectsinto a set

ofὑclusters

}Thenumberof clustersὑis givenin advance

}Each object belongs to exactly one cluster in hard

clusteringmethods

}K-meansis the most popularpartitioningalgorithm
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Objective Based Clustering
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} Input :A set ofὔpoints,alsoa distance/dissimilaritymeasure

}Output :a partition of the data.

}k-median : find centerptsἫȟἫȟȣȟἫ to minimize

ÍÉÎ
ᶰȟȣȟ

Ὠ● ȟ╬

}k-means: find centerptsἫȟἫȟȣȟἫ to minimize

ÍÉÎ
ᶰȟȣȟ

Ὠ ● ȟ╬

}k-center : find partition to minimizethe maximradius



Distance Measure
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}Let ὕ and ὕ be two objects from the universe of

possibleobjects. The distance(dissimilarity)betweenὕ
andὕ is a realnumberdenotedbyὨὕȟὕ

}Specifyingthe distanceὨ●ȟ●ᴂbetweenpairs ●ȟ●ᴂ.

}E.g.,# keywordsin common,edit distance

}Example:Euclideandistancein the spaceof features



K-means Clustering

} Input : a set ● ȟȣȟ● of data points (in a Ὠ-dim feature
space)andanintegerὑ

}Output : a set of ὑ representatives╬ρȟ╬ςȟȣȟ╬ ᶰᴙ as the
clusterrepresentatives
} datapoints are assignedto the clustersaccordingto their distancesto
╬ρȟ╬ςȟȣȟ╬ὑ
} Eachdatais assignedto the clusterwhoserepresentativeis nearestto it

}Objective :choose╬ρȟ╬ςȟȣȟ╬ὑto minimize:

ÍÉÎ
ᶰȟȣȟ

Ὠ ● ȟ╬
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Euclidean k -means Clustering 
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} Input : a set ● ȟȣȟ● of data points (in a Ὠ-dim feature
space)andanintegerὑ

}Output : a set of ὑ representatives╬ρȟ╬ςȟȣȟ╬ ᶰᴙ as the
clusterrepresentatives
} datapoints are assignedto the clustersaccordingto their distancesto
╬ρȟ╬ςȟȣȟ╬ὑ
} Eachdatais assignedto the clusterwhoserepresentativeis nearestto it

}Objective :choose╬ρȟ╬ςȟȣȟ╬ὑto minimize:

ÍÉÎ
ᶰȟȣȟ

● ╬

each point assigned to its closest cluster representative 



Euclidean k -means Clustering: 

Computational Complexity 
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}To find the optimal partition, we need to exhaustively

enumerateall partitions

} In how manywayscanwe assignὯlabelsto ὔobservations?

}NP hard:evenfor Ὧ ςor Ὠ ς

}For k=1:ÍÉÎ
╬
В ● ╬

} ╬ Ⱨ В ●

}ForὨ ρ,dynamicprogrammingin timeὕὔὑ .



Common Heuristic in Practice: The Lloyd õs 

method 
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}Input:A setתofὔdatapoints● ȟȣȟ● inᴙ

}Initialize centers╬ρȟ╬ςȟȣȟ╬ ᶰᴙ in anyway.

}Repeat until there is no further changein the cost.

}For eachὮ:ꜟᴺ ●ᶰתȿ×ÈÅÒÅ╬ÉÓÔÈÅÃÌÏÓÅÓÔÃÅÎÔÅÒÔÏ●

}For eachὮ:╬ρŶmeanof membersofꜟ

Holding centers ╬ρȟ╬ςȟȣȟ╬ fixed

Find optimal assignments ꜟȟȣȟꜟ of data points to clusters 

Holding cluster assignments ꜟȟȣȟꜟ fixed

Find optimal centers ╬ρȟ╬ςȟȣȟ╬



K-means Algorithm (The Lloyd õs method) 
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Select Ὧrandom points ╬ρȟ╬ςȟȣ╬Ὧas clustersõ initial centroids.

Repeat until converges(or other stopping criterion):

for i=1 to N do:

Assign● to the closet cluster and thus ꜟὮcontains all 

data that are closer to ╬Ὦthan to anyothercluster

for j=1 to k do

╬
ꜟ
В
● ᶰꜟ ●

Assign data based on current centers 

Re-estimate centers based on current assignment 
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[Bishop]

Assigning data to 

clusters
Updating means



Intra -cluster similarity
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} k-meansoptimizesintra-clustersimilarity:

ὐꜟ
● ᶰꜟ

● ɀ╬Ὦ

╬
ρ

ꜟ ● ᶰꜟ
●

В
● ᶰꜟ ● ɀ╬Ὦ ꜟ

В
● ᶰꜟ

В
● ᶰꜟ

● ɀ●

the average distance to members of the same cluster 



K-means: Convergence

}It alwaysconverges.

}Why shouldthe K-meansalgorithmever reacha statein which

clusteringdoesnõt change.

} Reassignmentstage monotonically decreasesὐsince each vector is

assignedto the closestcentroid.

} Centroid update stage also for each cluster minimizes the sum of

squareddistancesof the assignedpointsto the clusterfrom its center.

Sec. 16.4

27

After E-step

After M-step

[Bishop]



Local optimum
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}It alwaysconverges

}but it may convergeat a local optimum that is different

from the globaloptimum

}maybe arbitrarilyworse in termsof the objectivescore.



Local optimum
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}It alwaysconverges

}but it may convergeat a local optimum that is different

from the globaloptimum

}maybe arbitrarilyworse in termsof the objectivescore.



Local optimum
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}It alwaysconverges

}but it may convergeat a local optimum that is different

from the globaloptimum

}maybe arbitrarilyworse in termsof the objectivescore.

Local optimum: every point is assigned to its nearest center and 

every center is the mean value of its points. 



K-means: Local Minimum Problem

The obtained ClusteringOptimal Clustering

Original Data

31



The Lloyd õs method: Initialization
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}Initializationis crucial (how fast it converges,quality of

clustering)

}Randomcentersfrom the datapoints

}Multiplerunsandselectthe bestones

} Initializewith the resultsof anothermethod

}Selectgoodinitial centersusinga heuristic

}Furthesttraversal

}K-means++ (works well andhasprovableguarantees)



Another Initialization Idea: Furthest Point 

Heuristic
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}Choose╬ arbitrarily (or at random).

}ForὮ ςȟȣȟὑ

}Select╬ amongdatapoints● ȟȣȟ● that is farthest from

previouslychosen╬ȟȣȟ╬



Another Initialization Idea: Furthest Point 

Heuristic

34

}It is sensitiveto outliers



K-means++ Initialization: D 2 sampling 

[AV07 ] 
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} Combinerandominitializationandfurthestpoint initializationideas

} Let the probabilityof selectionof the point be proportional to the
distancebetweenthis point andits nearestcenter.
} probabilityof selectingof●is proportional to Ὀ ● ÍÉÎ● ╬ .

} Choose╬ arbitrarily (or at random).

} ForὮ ςȟȣȟὑ
} Select╬amongdatapoints● ȟȣȟ● accordingto the distribution:

0Ò╬ ● ᶿÍÉÎ● ╬

} Theorem : K-means++alwaysattainsanὕÌÏÇὯ approximationto
optimalk-meanssolutionin expectation.



How Many Clusters?

} Number of clustersὯis givenin advancein the k-meansalgorithm

} However,findingtheòrightónumberof clustersis a part of the problem

} Tradeoffbetweenhavingbetter focuswithin eachclusterandhaving
too manyclusters

} Hold-out validation/cross-validation on auxiliary task (e.g.,
supervisedlearningtask).

}Optimizationproblem:penalizehavinglots of clusters

} somecriteria canbe usedto automaticallyestimatek

} Penalizethe numberof bits you needto describethe extra parameter

ὐᴂꜟ ὐꜟ ȿꜟȿ ÌÏÇὔ
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How Many Clusters?
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After E-step

After M-step

}Heuristic: Find large gap betweenὯ ρ-meanscost andὯ-
meanscost.
} òkneefindingóor òelbowfindingó.



K-means: Advantages and disadvantages
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}Strength

} It is a simplemethod

}Relatively efficient: ὕὸὑὔὨ , where ὸ is the number of
iterations.

}UsuallyὸḺὲ.

}K-meanstypicallyconvergesquickly

}Weakness

}Need to specifyK,the numberof clusters,in advance

}Often terminatesat a localoptimum.

}Not suitableto discoverclusterswith arbitrary shapes

} Works for numericaldata.What aboutcategoricaldata?

} Noise andoutliers canbe considerabletrouble to K-means



k-means Algorithm: Limitation

}In general,k-meansis unableto find clustersof arbitrary

shapes,sizes,anddensities

}Exceptto very distantclusters

39



K-means: Vector Quantization
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}DataCompression

}Vector quantization:constructa codebookusingk-means

}cluster means as prototypes representing examples assignedto

clusters.

Ὧ σ Ὧ υ Ὧ ρυ



K-means
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}K-meanswasproposednear60 yearsago

} thousandsof clusteringalgorithmshavebeen publishedsince

then

}However,K-meansis still widelyused.

}Thisspeaksto the difficultyin designinga generalpurpose

clustering algorithm and the ill-posed problem of

clustering.

A.K. Jian, Data Clustering: 50 years beyond k-means,2010.



Hierarchical Clustering
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}Notion of a cluster can be ambiguous?

}How many clusters?

}HierarchicalClustering: Clusterscontainsub-clustersandsub-

clustersthemselvescanhavesub-sub-clusters,andso on

} Severallevelsof detailsin clustering

}A hierarchymightbe more natural.

}Different levelsof granularity
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Hierarchical Partitional

AgglomerativeDivisive

Categorization of Clustering Algorithms



Hierarchical Clustering
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}Agglomerative(bottom up):

} Startswith eachdatain a separatecluster

} Repeatedlyjoins the closest pair of clusters,until there is only one

cluster(or other stoppingcriteria).

}Divisive(top down):

} Startswith the wholedataasa cluster

} Repeatedlydividedatain one of the clustersuntil there is only one data

in eachcluster(or other stoppingcriteria).



Example

}HierarchicalAgglomerativeClustering(HAC)
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765 3241

7

6

5
4

3

2

1

Height represents the 

distance at which the 

merge occurs 



Distances between Cluster Pairs

}Many variants to defining distancesbetween pair of

clusters

}Single-link

}Minimumdistancebetweendifferentpairsof data

}Complete -link

}Maximumdistancebetweendifferentpairsof data

}Centroid

}Distancebetweencentroids(centersof gravity)

}Average -link

}Averagedistancebetweenpairsof elements

46



Distances between Cluster Pairs
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Single-link Complete -link

Ward õs Average -link



Single Linkage

}The minimumof all pairwisedistancesbetweenpoints in the

two clusters:

ὨὭίὸ ꜟȟꜟ ÍÉÎ
●ɴꜟȟ●ᶰꜟ

ὨὭίὸ●ȟ●ᴂ

}òstragglyó(longandthin) clustersdueto chainingeffect.

48



Single -Link
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765 3241

7

6

5
4

3
2

1

keep max bridge length as small as possible. 



Complete Linkage

}The maximumof all pairwisedistancesbetweenpoints in the

two clusters:

ὨὭίὸ ꜟȟꜟ ÍÁØ
●ɴꜟȟ●ᶰꜟ

ὨὭίὸ●ȟ●ᴂ

}Makesòtighter,ósphericalclusterstypicallypreferable.

50



Complete Link
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7

6

5
4

3
2

1

765 3241

keep max diameter as small as possible. 



Wardõs method
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}The distancesbetween centers of the two clusters

(weightedto considersizesof clusterstoo):

ὨὭίὸ ꜟȟꜟ
ꜟ ꜟ

ꜟ ꜟ
ὨὭίὸ╬ȟ╬

}Mergethe two clusterssuchthat the increasein k-means

cost is assmallaspossible.

}Works well in practice.



Computational Complexity

} In the first iteration,all HAC methodscomputesimilarityof all

pairs of ὔ individual instanceswhich is /ὔ similarity

computation.

} In each ὔ ς merging iterations, compute the distance

between the most recently created cluster and all other

existingclusters.

} if donenaively/ὔ but if donemore cleverly/ὔ ÌÏÇὔ
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Dendrogram : Hierarchical Clustering
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}Clusteringobtained by cutting the dendrogramat a desired

level

} Cut at a pre-specifiedlevelof similarity

} where the gapbetweentwo successivecombinationsimilaritiesis largest

} selectthe cuttingpoint that producesK clusters

Wheretoñcutòthedendrogram

is user-determined.

7653241



K-means vs. Hierarchical

}Timecost:

} K-meansis usuallyfastwhilehierarchicalmethodsdo not scalewell

}Humanintuition

} Hierarchicalstructure mapsnicely onto humanintuition for some
domainsandprovidesmore naturaloutput

}Localminimumproblem

} It is very commonfor k-means

} However, hierarchicalmethods like any heuristic searchalgorithms
alsosufferfrom localoptimaproblem.

}Sincetheycanneverundowhat wasdonepreviously

}Choosingof the numberof clusters

} There is no need to specifythe number of clustersin advancefor
hierarchicalmethods

55


